Lecture Plan for Next Week
Math 4B

< 1 will be traveling for a conference in Texas next week (Monday to Thursday).
Here is the plan for next week's MATH 4B:

» Wednesday in-person Lectures will be replaced by online prerecorded videos.

e« Remember Monday is a holiday.
e Our Friday lecture on May 31 will be in-person as usual.

o | will post information and practice for Final Exam by the end of Friday, May 31.

Lecture Plan for Next Week Math 4B



Lecture 19. Solution to the Homogeneous
Systems and the Eigenvalue Method

Solutions of Homogeneous Systems

Y

associvdec] o %%( - Ptt)fqt ?&)

Consider the the associated homogeneous equation

dx

— =P(t)x 1

— = P(t) 1)
We expect it to have n solutions x1, X9, - - -, X,, that are independent in some appropriate sense, and such that

every solution of Eq. (1) is a linear combination of these n particular solutions.

Given mn solutions X1, X2, - - -, Xy, of Eq. (1), we write

[215(8)\

x;(t) = | zi(t) (2)

\ews(0))

Theorem 1 Principle of Superposition

Let x1,X2, -+, X, ben solutions of the homogeneous linear equation in (1) on the open interval I. If
c1,Co, -+ Cy are constants, then the linear combination

x(t) = c1x1(t) + caxa(t) + - - - + cnxn(t)

is also a solution of Eq. (2) on 1.

Independence and General Solutions

The vector-valued functions x1, X2, - - - , X,, are linearly dependent on the interval I provided that there exist
constants ¢, ¢, - - -, ¢, Not all zero such that

c1x1(t) + coxa(t) + -+ + cpnxn(t) = 0

forall t in I. Otherwise, they are linearly independent.

Just as in the case of a single nth-order equation, there is a Wronskian determinant that tells us whether or not
n given solutions of the homogeneous equation in (1) are linearly dependent. If x1, X2, - -+, X, aresuch
solutions, then their Wronskian is the n X n determinant



I11 (t) aﬁlz(t) v :I?ln(t)

W(t) _ 3321.(15) 3322.(15) s :I:.2n (t)

Tnl (t) *’Bn2(t) e xnn(t)
using the notation in (2) for the components of the solutions.
Theorem 2 Wronskians of Solutions

Suppose that X1, X3, - - -, X,, are 1 solutions of the homogeneous linear equation x’ = P(¢)x on an open
interval I. Suppose also that P () is continuous on I. Let

W = W(Xl,Xz,"',Xn)

Then
e Ifxy,X9,--+,X, are linearly dependent on I, then W = 0 at every point of I.
e IfX1,X9, " *,X, arelinearlyindependent on I, then W # 0 at each point of 1.

Thus there are only two possibilities for solutions of homogeneous systems: Either W = 0 at every point
of I, or W # 0 at no point of 1.

Theorem 3 General Solutions of Homogeneous Systems

Let X1, X3, -+, X, be n linearly independent solutions of the homogeneous linear equation x’ = P(¢)x on an
open interval I, where P(t) is continuous. If x(t) is any solution whatsoever of the equation x’ = P(¢)x on I,
then there exist numbers c¢1, ¢, - - - ¢, such that

x(t) = c1x1(t) + caxa(t) + - - - + cnxp(t)

foralltin I.

Example 1 In the following question, first verify that the given vectors are solutions of the given system. Then
use the Wronskian to show that they are linearly independent. Finally, write the general solution of the system
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Exercise 2 Find a particular solution of the linear system that satisfies the given initial conditions.

), Xy =e O (1),x(0) =8, y(0)=0

3

ANS BJ EK&W\ {Ql We Lnow

Sine

7

><H)

R(Q) =

fj (t)

ric et 4 ae*ﬂ

= X(t) =
2C, Qf( +3¢, Q:
. O |
o] [3¢€ 4"
_v‘j(o) L)’C‘ e?'o *3(,6‘“
J

Cl

-5t
t6e

[

3



U
o
/
()
w
O
—+
M
Y,
Iy
0
()
(V)
()
_l._
m

\O %C‘ T3 G O :2(:\_[.361
27
> JO=
- Le
C)-' 7
T}W‘S %l{)\
X (t)= =




The Eigenvalue Method for Homogeneous Systems

Now we will talk about the method of solving the the first-order linear system

dx
= A
a0

Review: Eigenvalues and Eigenvectors

Definition. Eigenvalues and Eigenvectors

The number A is called an eigenvalue of the n X n matrix A provided that

A-M|=0 Chaocteristic e%w 1w A

An eigenvector associated with the eigenvalue A is a nonzero vector v such that Av = Av, so that

4

(A —AI)v=0.
n-=~ N >
Example 3. Find the eigenvalues and eigenvectors of the given matrix PNV =AV =0
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Theorem 1 Eigenvalue Solutions of X’ = Ax

Let A be an eigenvalue of the (constant) coefficient matrix A of the first-order linear system

dx
— = Ax
= ®
If v is an eigenvector associated with A, then
x(t) = ve

is a nontrivial solution of the system.

Idea of the proof:
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The Eigenvalue Method

To solve the n X n homogeneous constant-coefficient system x’ = Ax, we have the following steps:

1. Solve the characteristic equation |A — AI| = 0 for the matrix A for the eigenvalues A1, As, - - -, A, of the
matrix A.

2. Find n linearly independent eigenvectors vy, Va, - - -, V,, associated with these eigenvalues by solving
(A—-AI)v=0.

3. Note step 2 is not always possible. If it is, then we get n linearly independent solutions
it Aot Ant
x1(t) = vie™’, xa(t) = vae, -+ x,(t) = vpe (1)
In this case the general solution of x’ = Ax is a linear combination

X(t) = C1X1 (t) + CoXo (t) + o+ cnxn(t)

of these n solutions.




Case 1. Distinct Real Eigenvalues

If the eigenvalues A1, Ao, - -+, A, are real and distinct, then we substitute each of them in turn in
(A — AI)v = 0 and solve for the associated eigenvectors v, Vg, - - -, V.. In this case it can be proved that the
particular solution vectors given in (1) are always linearly independent.

Example 4 Apply the eigenvalue method to find a general solution of the given system.Then use a computer
system or graphing calculator to construct a direction field and typical solution curves for the given system.
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Here is an online direction field calculator that we can use to generate the graph

required in the question.

The phase diagram is useful for analyzing the solutions in an intuitive way.
We will discuss how to obtain the direction field from the given equation in the

form of x'=Ax in Lecture 19.
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This applet was done thanks to the work of Linda Fahlberg-Stojanovska: https://www.geogebra.org/u/Ifs-d
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Exercise 5. Find the solution to the linear system of differential equations {y' satisfying the

=2z + 2y
initial conditions z(0) = 2 and y(0) = 5.

o)~ ol G

1=l o

We start from finding the eigenvalues and the corresponding eigenvectors of A.

Solution. We have

Let

Set |A — A\I| = 0, we have
4-X 0

A=
[A =2l ‘2 2 -\

‘:(4—,\)(2—»:0.

Thus we have A\; = 4 and \y = 2.

e Case 1.1 =4, wesolve Avi = A\{vi. We have
0 O a 0
= — a—b=0
(2 —2) (b> <0)
So we can choosea = 1, thenb = 1.
1
Thus we have v = 1 is an eigenvector associated to the eigenvalue A\; = 4.
e Case2. \y = 2, we solve Avy = Ayvsy. We have
2 0 V1 0
. = = 2a =0
2 0 V2 0
Recall that eigenvectors cannot be zero. So we can choose b = 1.
0) . . . .
Thus we have vy = 1 is an eigenvector associated to the eigenvalue Ay = 2.

Therefore by Theorem 1, we have the general solution as

t 1 0
0= () ==t () ()

Soxz(t) = cret and y(t) = cre® + coe®.
As z(0) = 2and y(0) = 5, we have £(0) = ¢; = 2 and y(0) = ¢1 + ca = 5. Thus ¢; = 2and ¢ = 3.
Soz(t) = 2e and y(t) = 2e* + 3e*.



Exercise 6. The general solution of the linear system ¢y’ = Ay is

Determine the constant coefficient matrix A.
Solution.

Rewrite the general solution
et 0 | [ 3 |1 0
_ _ /3 t/7
v [ 0 el LJ e MHZG H

At Aot

Compare with the general solution form y(t) = cye™vy + coe?'vy

1 0
We have A\ = 1/3, vy = [O] and Ay =t/7, vy = ll}

So we can choose A to be the diagonal matrix

A= {1(/)3 1(/)7]'

J?l(t)

LL’g(t)

Exercise 7. Let x(t) = [ ] be a solution to the system of differential equations:

z1(t) = —dwy(t) + 4z2(t)
( ) —20%1( ) + 14%2(15)

Ifx(0) = l_42],find x(t).
Put the eigenvalues in ascending order when you write 1 (t), z2(%).
Solution.
We have
[wi(t)} _ [—4 4] lwl(t)]
zh(t)] | —20 14] |za(t)

Let
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A=
—20 14
We start from finding the eigenvalues and the corresponding eigenvectors of A.

Set |A — MI| = 0, we have

—-A—4 4

A=
| | ‘—20 A+ 14

‘:)\2—10)\+24:()\—4)()\—6)=0

Thus we have A\{ = 4 and \y = 6.

e Case1.)\; = 4, wesolve Avy = A\;vy. We have
-8 4 (a) _ (0 _ [-Sa+4b=0
-20 10) \b/ \0 —20a +10b =0
Note both equations are the same as —2a + b = 0. So we can choose a = 1, then b = 2.
1
Thus we have v = <2) is an eigenvector associated to the eigenvalue A\; = 4.
e Case 2. Ay = 4, we solve Avy = AaVa. We have
—-10 4 N 0 N —10a +4b=0
—20 8 vo) \0 —20a+8b =10
Note both equations are the same as —5a + 2b = 0. Leta = 2, then b = 5.

2
Thus we have vy = (5> is an eigenvector associated to the eigenvalue Ay = 6.

Therefore by Theorem 1, we have the general solution as

1 2
x(t) = creMtvy + coe?tvy = cret ( ) + coe ( )

2 5
4
As x(0) = [ 21,We have
1 2 c1 + 262 4
0) = ci€ 0 = =
0 =ae ;) vee (5] = (21, 150) - ()
Thus we have
c1+2co =4
201 + 562 = -2

Solving this, we get
c1 = 24,co = —10.

Therefore, we have



